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Introduction
While prototypes provide intuitive links between predictions and representative training instances, their interpretation can be difficult for tabular data
with many features. This work enhances prototype-based explanations by identifying and leveraging the most important shared features, improving
interpretability in both local explanations and prototype selection.

Identifying alike parts
Having instance xi and its nearest prototype pj , for instance SHAP can be used to compute feature
importance scores ϕ(h, xl

i) and ϕ(h, pl
j), which are then squared and normalized to ensure compara-

bility and prevent cancellation effects:

ϕ̂(h, xl
i) = (ϕ(h, xl

i))2∑d
k=1(ϕ(h, xk

i ))2
, ϕ̂(h, pl

j) =
(ϕ(h, pl

j))2∑d
k=1(ϕ(h, pk

j ))2
. (1)

Feature alignment is quantified as the product of normalized importance scores:

wl = ϕ̂(h, xl
i) · ϕ̂(h, pl

j) . (2)

A binary mask m ∈ {0, 1}d selects features with above-mean weights to identify those most influential
for both the instance and prototype:

ml = 1

(
wl >

1
d

d∑
k=1

wk

)
. (3)

Toy exmaple
Table 1: Feature importance and weights for an instance and its prototype from Apple Quality,
with a binary mask highlighting shared key features.

Size Weight Sweetness Crunchiness Juiciness Ripeness Acidity
Instance -2.77 -1.08 -1.72 1.38 0.19 3.65 0.31
Prototype -0.97 -0.20 -3.07 0.00 -0.52 3.16 -0.52
Weights 0.18 0.02 0.27 0.00 0.00 0.51 0.00
Mask 1 0 1 0 0 1 0

Alike parts found using the new objective function
Figure 1: Comparison of prototypes and important features for the Diabetes dataset. The size of
the inner circle represents feature importance, and pink highlights features identified as important
for a given prototype.

Prototype explanations

A typical prototype selection algorithms is de-
fined as k- medoids problem with the following
objective function:

f(P) =
|S|∑
i=1

min
pj ∈P

d (xi, pj) , (4)

solved using greedy approximation [1, 2]. Dis-
tance can be a dot product between trainable
embeddings, or in tree ensembles, a specialized
tree distance metric [1, 2].

New objective function
To strengthen diversification in feature impor-
tance, we propose extending the objective func-
tion:

fi(xi, pj) =
d∑

l=1

(ϕ(h, xl
i))

2∑d

k=1(ϕ(h, xk
i ))2

·
(ϕ(h, pl

j))2∑d

k=1(ϕ(h, pk
j ))2

.

(5)
The revised function is formally defined as:

f(P) =
|S|∑
i=1

min
p∈Pj

(d (xi, pj) + β · fi (xi, pj)) . (6)

1-NN accuracy
Table 2: Accuracy comparison of raw proto-
type selection algorithms and their feature im-
portance (FI) enhanced versions.
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A-Pete
FI .520 .767 .798 .623 .837

Raw .487 .424 .488 .427 .783

G-KM
FI .861 .843 .965 .766 .865

Raw .785 .822 .939 .739 .781

SM-A
FI .571 .809 .623 .734 .779

Raw .461 .625 .344 .492 .712
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Code

github.com/jkarolczak/important-parts-of-prototypes
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